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•  Predefined	
  adapta)on	
  scenarios	
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Mo)va)on	
  

•  Exemplars	
  as	
  drivers	
  for	
  research	
  in	
  our	
  field	
  
suppor)ng	
  the	
  comparison	
  of	
  alterna)ve	
  
approaches	
  

•  Service-­‐based	
  systems	
  are	
  widely	
  used	
  in	
  
prac)ce	
  

•  These	
  systems	
  increasingly	
  rely	
  on	
  self-­‐
adapta)on	
  to	
  cope	
  with	
  the	
  uncertain)es	
  
associated	
  with	
  third-­‐party	
  services	
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Adapta)on	
  Scenarios	
  

TABLE I
GENERIC ADAPTATION SCENARIOS FOR SERVICE-BASED SYSTEMS

Scenario Type of uncertainty [13] Type of adaptation [2]–[4], [8], [10] Type of requirements

S1 Unpredictable environment: service failure Switch to equivalent service; Simultaneous invoca-
tion of several services for idempotent operation

QoS: Reliability, cost

S2 Unpredictable environment: variation of ser-
vice response time

Switch to equivalent service; Simultaneous invoca-
tion of several services for idempotent operation

QoS: Performance, cost

S3 Incomplete information: new service Use new service QoS: Reliability, performance, cost
S4 Changing requirements: new goal Change workflow architecture; Select new service Functional: new operation
S5 Inadequate design: wrong operation sequence Change workflow architecture Functional: operation sequence compliance
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Fig. 1. TAS workflow

To enable the consistent use of TAS and future SBS
exemplars for the evaluation, comparison and advance of
self-adaptation solutions, we devised the generic adaptation
scenarios from Table I. These scenarios are organised by type
of uncertainty that makes self-adaptation necessary (cf. the tax-
onomy of uncertainty in [13]), type of adaptation required (cf.
the SBS adaptations from, e.g., [2]–[4], [8], [10]), and type(s)
of requirements that these adaptations aim to meet. Within
these scenarios, we propose the evaluation and comparison of
different self-adaptation solutions based on quality attributes
and metrics described in [14] and summarised in Table II.

III. TAS IMPLEMENTATION WITH RESEP
A. The ReSeP Platform

Fig. 2 shows the main ReSeP components that reify the
principles of Service-Oriented Architecture (SOA). We dis-
tinguish between atomic services, which offer functionality
without depending on other services, and composite services,
which represent compositions of atomic and other composite
services. Service composition is specified by means of a
workflow that is executed by a workflow engine. An example
of a workflow specified with ReSeP’s simple but expressive
workflow specification language is available in Appendix A.

TABLE II
QUALITY ATTRIBUTES AND METRICS FOR THE EVALUATION AND

COMPARISON OF SBS SELF-ADAPTATION SOLUTIONS

Quality Metrics
attribute

Reliability Number of failed service invocations
Number of specific operation sequence failures
Mean time to recovery

Performance Number of specific operation sequences exceeding al-
lowed execution time

Cost Cumulative service invocation cost over given time period

Functionality Number of faulty process executions

For each available service, a service description stored in
a service registry specifies its operations, unique address (i.e.,
endpoint) and custom properties such as cost and promised
quality-of-service (QoS) attributes. A composite service can
look up atomic services in the registry and maintains a local
cache of available services. Service clients that invoke a com-
posite service can provide a specification of the quality of ser-
vice they require. The workflow uses this specification to select
relevant services from the cache. E.g., a “high reliability” QoS
requirement may lead to the selection of services with minimal
(advertised) failure rate, and a “low cost” QoS requirement to
the selection of minimal-cost services. Custom QoS require-
ments can be defined for new or combined quality attributes.

Fig. 2. ReSeP realisation of SOA principles
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Using	
  TAS	
  
	
  
•  Select/define:	
  
– scenario,	
  requirements,	
  metrics	
  
– service	
  and	
  input	
  profiles	
  
– probes	
  and	
  effectors	
  	
  

•  Execute	
  and	
  compare	
  results	
  	
  



Conclusions	
  

•  Reference	
  implementa)on	
  for	
  TAS	
  that	
  aims	
  to:	
  	
  
–  Promote	
  understanding	
  among	
  researches	
  in	
  self-­‐
adap)ve	
  systems;	
  focus	
  on	
  service-­‐based	
  systems	
  

– Allows	
  comparing	
  self-­‐adapta)on	
  approaches	
  	
  
– Advance	
  research	
  and	
  prac)ce	
  of	
  our	
  field	
  

–  hYp://self-­‐adap)ve.org/exemplars/tas	
  
–  hYp://homepage.lnu.se/staff/daweaa/TAS/tas.htm	
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